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Recent developments

• “Smart” medical devices  (ICDs/pacemakers, infusion pumps, MRI 
machines) enable connectivity and incorporate software.

• Software needs to be maintained, updated, i.e., has interfaces.

• Software with interface creates cyber vulnerability. 

• In an increasing number of cases medical devices were recalled 
following weaknesses discovered by government security entities and 
academic institutions. 



We recognize the importance of striking the right balance between advancing device cybersecurity and avoiding 
unnecessary anxiety and inconvenience for patients and their health care providers. 
(…)
However, we are also committed to preventing a widespread cybersecurity incident that could have important 
public health consequences. Recent experience with software deployments for CIEDs has demonstrated that 
there is variability among the clinical community in the implementation of cybersecurity updates for these 
devices. 
The novelty of these issues and the misconception that cybersecurity risks are theoretical may have contributed 
to the variable and inconsistent approach to handling these updates. 

(2019)









“It is important for physicians to be knowledgeable about the risks in this field, as well 
as the steps that can be taken to mitigate these risks, so they can provide effective and 
accurate advice to their patients”





Catching Transparent Phish: Analyzing and Detecting MITM 
Phishing Toolkits (catching-transparent-phish.github.io)

Currently, 1200 phishing tool-kits are
available in the Darknet.
Some do not or hardly require any IT-skills.

https://catching-transparent-phish.github.io/


Multiple risk factors
• Authentification
• Privileges and authorization
• Remote access, interfaces
• Maintenance and updates/patches
• …

• The number of breach incidents by source:
• Malicious outsider – 56%
• Accidental loss – 34%
• Malicious insider – 7%
• Hacktivist – 2%
• Unknown – 1%

98% of cyber attacks rely on social engineering.

43% of the IT professionals said they had been targeted by 
social engineering schemes in the last year.

(Purplesec, 2021)



• Good vs. bad IT-Security culture: 5% vs. 1% Susceptibility
(KnowBe4, 2022).
• Information and awareness are not sufficient.

• Need for progressing into actual intentions, factual behavior and established habits.

• Typical effect size in scientific studies pre/post CS-awareness
campaings: between 20-80% reduction of susceptibility.
• Enormous potential for improved CS levels.

• Enormous potential for wasted resources due to ineffective implementation.

Effects of educational measures



Adressing the human factor of CS

Motivators behind implementation of HF-focused
management programs (unintentional insider threats
such as e.g. stolen credentials).

(Proofpoint, 2021)



(Verizon, 2021)
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85% of all data leaks can be traced
back to human error.
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“A computing-based discipline involving 

technology, people, information, and processes to 

enable assured operations in the context of 

adversaries. It involves the creation, operation, 

analysis, and testing of secure computer systems. It 

is an interdisciplinary course of study, including 

aspects of law, policy, human factors, ethics, and 

risk management.“



What we offer

• WP IT-Security (tech & human)

• Product-specific risk assessment / Identification of attack vectors and 
penetration tests (tech & human)

• Consequences for early human-centered design stages (UI) (e.g. 
usability/security trade-offs)

• Assessment and training of security-relevant human cognition and 
behavior – identification of educational needs: skills, knowledge, habits

• Simulation and training to enhance CS awareness and actual behavior

• Conceptual work for patient information, consequences for patient-
centered care and clinical decision-making



Literature

Baranchuk, A., Refaat, M. M., Patton, K. K., Chung, M. K., Krishnan, K., Kutyifa, V., ... & American College of 
Cardiology’s Electrophysiology Section Leadership. (2018). Cybersecurity for cardiac implantable electronic 
devices: What should you know? Journal of the American College of Cardiology, 71(11), 1284-1288.

Das, S., Siroky, G. P., Lee, S., Mehta, D., & Suri, R. (2021). Cybersecurity: the need for data and patient safety 
with cardiac implantable electronic devices. Heart Rhythm, 18(3), 473-481.

Maisel, W. H., Paulsen, J. E., Hazelett, M. B., & Selzman, K. A. (2018). Striking the right balance when
addressing cybersecurity vulnerabilities. Heart Rhythm, 15(7), e69-e70.

Siddamsetti, S., Shinn, A., & Gautam, S. (2022). Remote programming of cardiac implantable electronic 
devices: A novel approach to program cardiac devices for magnetic resonance imaging. Journal of
Cardiovascular Electrophysiology, 33(5), 1005-1009.

Tomaiko, E., & Zawaneh, M. S. (2021). Cybersecurity threats to cardiac implantable devices: room for 
improvement. Current Opinion in Cardiology, 36(1), 1-4.



Contact

Stefan Sütterlin | 
Faculty of Computer Science | Albstadt-Sigmaringen University | Germany
Faculty for Health and Welfare Sciences | Østfold University College | Norway
Centre for Digital Forensics and Cyber Security | Dept. for Software Science | Tallinn University of Technology | Estonia

stefan.suetterlin@hs-albsig.de 
stefan.sutterlin@hiof.no 
stefan.sutterlin@taltech.ee


